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Development of cross-modal
processing
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The ability to process and integrate cross-modal input is important for many
everyday tasks. The current paper reviews theoretical and empirical work
examining cross-modal processing with a focus on recent findings examining
infants’ and children’s processing of arbitrary auditory–visual pairings. The
current paper puts forward a potential mechanism that may account for modality
dominance effects found in a variety of cognitive tasks. The mechanism assumes
that although early processing of auditory and visual input is parallel, attention is
allocated in a serial manner with the modality that is faster to engage attention
dominating later processing. Details of the mechanism, factors influencing
processing of arbitrary auditory–visual pairings, and implications for higher-order
tasks are discussed.  2009 John Wiley & Sons, Ltd. WIREs Cogn Sci 2010 1 135–141

Most of our experiences are multi-modal in
nature. The objects and events that we

encounter in the environment can be seen, touched,
heard, and smelled. The fact that the brain can inte-
grate this knowledge into a coherent experience is
truly amazing given that each modality simultane-
ously receives qualitatively different types of input
(e.g., photons, molecules, pressure, etc.) and this infor-
mation is processed, at least in the early stages of
processing, by dedicated sensory systems. How do
people process and integrate multi-modal information
into a unitary experience and how do such abilities
change in the course of development? The current
paper begins addressing these questions by reviewing
some of the theoretical and empirical work examining
the development of cross-modal processing, with a
focus on the development of auditory–visual integra-
tion in humans. Due to space limitations, we will have
to ignore cross-modal processing in other sensory
modalities and cross-species variability (e.g., many
nonhuman mammals have an extraordinary sense of
smell, whereas some of the birds have extraordinary
vision).
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THEORETICAL ACCOUNTS AND
EMPIRICAL SUPPORT
There are two traditional accounts concerning the
development of cross-modal processing (see Refs 1, 2
for reviews). These accounts focus on two critical
dimensions: (1) how integrated the sensory systems
are in the early stages of development and (2) how
the sensory systems change as a function of
development and learning. According to the ‘early
integration’ account,3–5 the young nervous system
is surprisingly multisensory, which allows for very
young infants to detect aspects of the environment
that are redundant across sensory modalities (e.g.,
rate, tempo, etc.). For example, the rate that a ball
is bouncing can be experienced both visually and
auditorily. Young infants ably learn this redundant
information, especially when it is presented to multiple
modalities.6,7 Throughout development the modalities
become more differentiated as the young infant
learns how to parse out details that can only be
experienced in a single modality (e.g., color of an
object, sound an object makes, etc.). According to
the ‘late integration’ account,8–10 the sensory systems
are initially independent of each other. Throughout
development the young child must learn how to
process and integrate cross-modal input. Therefore,
according to the former account, sensory integration
is a starting point of development, whereas, according
to the latter account, sensory integration is a product
of development.

Empirical findings are surprisingly consistent
with both accounts. Let us first consider evidence
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that supports the ‘early integration’ account. It is well
documented that infants can equate intensity across
modalities,11 orient to one of two video streams that
match an auditory stimulus,12 visually orient to the
location of a sound,13 associate mother’s voice with
her face,14 and make cross-modal associations more
generally.15 They also take into account both auditory
and visual input when perceiving speech.16–18 Early
cross-modal integration is not limited to auditory and
visual modalities—infants can also visually recognize
an object they have previously touched but not
seen.19–21 Perhaps most central for the current review
is the fact that infants exhibit facilitation and
interference effects, with stimuli presented in one
modality either facilitating or hindering processing
in a second modality.22–30 It is important to note that
neither facilitation nor interference would be possible
if the modalities were completely independent of each
other.

At the same time, there is evidence supporting
the ‘late integration’ view: under many conditions
intersensory integration can be difficult for young
infants (see Ref 2 for a review). For example, while
3- and 4-month-old infants have difficulty detecting
temporal synchrony across sensory modalities, they
can succeed on similar tasks when visual stimuli
are dynamic.31–34 There is also evidence that
young infants have difficulty binding arbitrary
auditory–visual pairings, while learning these pairings
when auditory input is contingent on infants’
looking.15,35 Even infants as old as 14-months of age
can have difficulty binding arbitrarily paired words
and objects when visual stimuli are static, however,
they can form these associations when visual stimuli
are dynamic.36 These findings suggest that early in
development intersensory integration may require
special conditions.

There is also support for both accounts
concerning the developmental trajectory of cross-
modal processing, with the direction of these effects
interacting with the type of information that infants
are required to learn. In particular, when the goal is to
learn amodal information (i.e., information that can
be expressed in multiple modalities), presenting this
information cross-modally often facilitates learning.6,7

For example, the rhythm of a bouncing ball can
be experienced both visually and auditorily. Infants
are more likely to learn amodal information when
it is presented cross-modally than when the same
information is presented to a single modality.6

Furthermore, it has been argued that learning of
amodal information such as rate and tempo may
be governed by innate processes.37 At the same
time, learning of modality-specific information in the

presence of cross-modal input appears to be more
difficult for young infants.25,26,38

There is also support for the idea that modalities
may become more integrated with development. First,
there is neuroscience evidence indicating that cross-
modal processing (across a variety of tasks) requires
participation of multiple cortical areas (see Ref 39, for
a review). The fact that these areas have a different
maturational course provides some support for the
‘late integration’ account. Second, there is behavioral
evidence, particularly in the domain of word learning.
Word learning is often considered to be a slow and
laborious process in the first year of life, however,
young children become much more sophisticated word
learners during the second and third years of life
(see Refs 40–42 for reviews). It is possible that some
of the developments in word learning occur because
children are becoming more efficient at processing
arbitrary auditory–visual pairings.30

In summary, the ability to process and inte-
grate across sensory modalities appears to change
considerably across development. However, the spe-
cific competencies and the developmental course are
not determined by a single variable but are likely to
be determined by a set of interacting variables. In
what follows, we will outline some of the variables
underlying cross-modal processing.

PROCESSING OF ARBITRARY
AUDITORY–VISUAL PAIRINGS
Some aspects of the environment can be expressed
in multiple modalities (e.g., rate, tempo, rhythm,
etc.), and young infants are more likely to learn this
information when it is presented cross-modally than
when the same information is presented unimodally
(see Ref 43 for a review). However, there are also
many important cognitive tasks that require young
infants to process arbitrary cross-modal pairings. For
example, to successfully learn the word ‘horse’, the
young word learner must attend to (and bind) the
auditorily presented word with visually presented
object. While such a task may seem trivial, processing
of arbitrary auditory–visual pairings can be quite
difficult for infants and young children.

There are at least two theoretical approaches
that can account for these difficulties. First, accord-
ing to the intersensory redundancy hypothesis (IRH),
when infants are presented with cross-modal stimuli,
such that each modality expresses the same amodal
relation (e.g., rhythm), this amodal information is par-
ticularly salient.43 Infants direct their attention to the
amodal information and away from modality-specific
information. IRH makes two predictions concerning
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infants’ processing of cross-modal input. First, because
amodal information is highlighted when presented
cross-modally, cross-modal presentation should facil-
itate learning of amodal information. Second, because
modality-specific information is pushed to the back-
ground of attention when it is presented cross-
modally, cross-modal presentation should attenuate
learning of modality-specific information.

Auditory dominance (AD) can also account
for poor processing (and binding) of simultaneously
presented auditory and visual input. According to
the AD account, which will be discussed in more
detail in the next section, because of its dynamic
nature, auditory input is particularly salient for
infants and young children25,29 (see also Ref 44).
When visual stimuli are paired with auditory input,
the auditory input quickly engages attention and
attenuates processing of visual input. Thus, according
to AD, infants and young children should be more
likely to process the details of a visual stimulus when
it is presented unimodally than when the same visual
stimulus is paired with an auditory stimulus.25–30

Both accounts predict conditions under which
cross-modal input should attenuate processing.
According to IRH, cross-modal input which consists
of amodal information pulls attention away from
processing of modality-specific information. There-
fore, interference effects should be particularly evident
when cross-modal input consists of amodal informa-
tion. According to AD, auditory input attenuates pro-
cessing of corresponding visual input. Therefore, inter-
ference effects should be asymmetrical (i.e., auditory
stimuli attenuate visual processing more than visual
stimuli attenuate auditory processing), and these inter-
ference effects should not be limited to cross-modal
stimuli consisting of amodal information. The next
section will review some of the empirical evidence
supporting AD and factors that influence dominance
effects found in infants and young children.

EMPIRICAL SUPPORT FOR AUDITORY
DOMINANCE EFFECTS
Evidence for AD comes from studies examining
infants’, children’s and adults’ processing of arbi-
trary auditory–visual pairings.24–26,29,30 In all of these
studies, researchers examined how cross-modal pre-
sentation affected processing of auditory and/or visual
stimuli. In particular, they compared discrimination of
auditory and visual stimuli in cross-modal conditions
to the respective unimodal baselines. For example,
to determine how auditory input affects visual pro-
cessing, they focused on discrimination of two visual
stimuli when these stimuli were presented unimodally

(e.g., V1 and V2) and discrimination of the same
two visual stimuli when presented cross-modally (e.g.,
A1V1 and A1V2). To determine how visual input
affects auditory processing, they focused on discrim-
ination of two auditory stimuli when these stimuli
were presented unimodally (e.g., A1 and A2) and dis-
crimination of the same two auditory stimuli when
presented cross-modally (e.g., A1V1 and A2V1). If
cross-modal presentation affects processing of audi-
tory and visual stimuli then discrimination in the
unimodal condition should differ from that in the
cross-modal condition.

Several important conclusions can be drawn
using this general methodology. First, while cross-
modal input often attenuated processing of visual
stimuli in infants and young children,25,26,29,30 it had
little effect on auditory processing.29,30 This finding
is noteworthy given that infants and young children
ably discriminated the visual stimuli when presented
unimodally, therefore, it was concluded that the
auditory input overshadowed (attenuated processing
of) the visual input. Second, compared to the unimodal
conditions, presenting auditory and visual stimuli
cross-modally had no significant effect on adults’
discrimination of auditory or visual pairings. Third,
the reported effects are not specifically tied to
cross-modal stimuli that are presented in synchrony:
auditory input can disrupt visual processing even when
visual stimuli are presented for a protracted period
of time.26–28 Finally, these effects are not restricted
to low-level discrimination tasks—auditory input can
also attenuate performance on higher-order tasks such
as categorization and individuation.27,28

Factors affecting modality dominance
While auditory input can attenuate visual processing,
not all cross-modal stimuli lead to AD. Therefore,
to obtain a better understanding of the dynamics
of cross-modal processing, it is also important to
understand factors that attenuate or even reverse
AD effects, with such a reversal resulting in
visual dominance. First, processing of arbitrary
auditory–visual pairings changes considerably in the
course of development, with AD effects decreasing
with age.25,29 Second, stimulus familiarity also plays
an important role in modality dominance effects.
When young children are given relatively little time to
process an auditory–visual pairing, the more familiar
component of the cross-modal stimulus interferes with
processing of the less familiar component.24 However,
under extended presentation time, increasing the
familiarity of the auditory stimulus corresponds with
able processing of both modalities.25,26,30 Specifically,
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in these studies AD effects were observed when
infants were familiarized to unfamiliar sounds and
unfamiliar pictures. However, infants ably processed
the corresponding visual stimuli when given an
opportunity to hear the unfamiliar sounds prior to
pairing them with visual stimuli.26,30 Thus, under
short stimulus durations, familiar stimuli interfere
with processing of less familiar stimuli, whereas,
under longer stimulus durations, familiar stimuli
are less likely to interfere with processing in a
corresponding modality.30 We believe this complex
set of findings highlights the dynamic nature of cross-
modal processing and in what follows we propose a
mechanism that can account for such effects.

Mechanisms underlying modality dominance
The initial processing of auditory and visual input is
likely to be governed by independent (and parallel)
sensory systems. For example, there is no reason to
believe that the presence of sound can affect how
the rods and cones respond to light. However, it
seems reasonable to posit that, while initial processing
of auditory and visual input may be implemented
simultaneously, infants and young children may
allocate attention to auditory and visual input in
a serial manner. As can be seen below, such
an assumption makes many interesting predictions,
including the prediction that cross-modal interference
effects should be asymmetrical in nature.

In an attempt to explicate the mechanism
and the development of auditory–visual processing,
we formulated a set of theoretical considerations
pertaining to the allocation of attention in the course
of cross-modal processing. The overall idea is that
cross-modal processing is determined by two critical
parameters: (1) the speed of orienting to a modality
relative to the competing modality and (2) the dwell
time of attention (i.e., speed of processing) to a given
modality relative to the overall duration of stimulus
presentation. We suggest that both critical parameters
undergo developmental change, and the development
of these parameters underlies the ability to process
and integrate cross-modal information.

We argue that in the beginning of processing,
allocation of attention to a given modality is subject
to the same choice processes as allocation of attention
to objects in visual search tasks and to stimulus
dimensions in categorization tasks (see Ref 45 for
a discussion). If this is the case, then choice could
be instantiated as a race between two modalities (cf.,
Logan’s Instance Theory of Attention and Memory
(ITAM) model). It is likely that the outcome of the
race is determined automatically by the system (cf.,

Refs 46–49), with some stimuli being faster to engage
attention, thus being more likely to win the race.
During the later stages of processing, infants begin
processing the details of the stimuli, however, due
to the selective nature of sustained attention (see
Refs 50–52 for reviews), it is likely that processing
of stimuli in the ‘winning’ modality will be enhanced
whereas processing of stimuli in the ‘losing’ modality
will be attenuated. Furthermore, consistent with
Jeffrey’s53 serial habituation hypothesis, processing
of the ‘losing’ modality may not start until attention
is disengaged from the ‘winning’ modality. Therefore,
according to this account, modality dominance effects
should only be found in the early stages of processing
when there is not enough time for the ‘winning’
modality to release attention. Under longer stimulus
durations infants and young children should ably
process stimuli in both modalities.

Finally, we believe that several factors may give
auditory input a ‘leg-up’ on visual input, thus, making
auditory stimuli more likely to win the race. First,
auditory stimuli are often transient whereas visual
stimuli are often presented for longer durations. Thus,
it may be adaptive to first allocate attention to stimuli
that are going to quickly disappear. Second, almost
all naturally occurring auditory stimuli are dynamic
in nature as they change in pitch and amplitude across
time. While some visual stimuli can also be dynamic,
many visual stimuli are static for extended periods of
time. Thus, it is possible that some of the auditory
effects stem from the dynamic nature of auditory
stimuli. Third, auditory stimuli are processed faster
than visual stimuli in adults,54 and as a result of early
maturation of the auditory system, these differences
may be even more pronounced early in development.

The current account makes a number of
interesting predictions: (1) cross-modal presentation
should attenuate processing in the ‘losing’ modality,
while having little or no effect on processing in
the ‘winning’ modality,29 (2) cross-modal interference
effects should change in the course of processing,28

(3) stimulus properties that affect the speed of
engaging attention and the speed of releasing attention
(e.g., modality, familiarity, dynamic, etc.) should
affect modality dominance,24,26,30 and (4) modality
dominance effects should decrease with age as
processing speed increases.25,29. In addition, the
current account makes predictions regarding higher-
order tasks that hinge on cross-modal processing.
For example, it is well documented that words and
sounds have different effects on categorization and
individuation tasks.55,56 The current account predicts
that words and sounds can both interfere with
categorization and individuation, unfamiliar sounds
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should exert stronger cross-modal interference than
words, and that these effects should change in the
course of processing.27,28

UNRESOLVED ISSUES AND FUTURE
DIRECTIONS
One critical issue that remains unresolved is how
cross-modal information is integrated in the brain.
Much of what is known about this issue comes
from single cell recordings in nonhumans and
Functional Magnetic Resonance Imaging (fMRIs)
in adults (see Refs 39, 57, 58 for reviews). At
the subcortical level, the superior colliculus receives
auditory, visual, and somatosensory input, and this
information is represented by overlapping sensory
maps. Multisensory cells can be found deep within the
superior colliculus, however, these cells are initially
very immature and lack the ability to integrate across
the senses (see Ref 58 for a review). While the superior
colliculus plays an important role in the motor
control of orienting responses, multisensory cells in
the lateral temporal cortex, ventral temporal cortex,
and frontal cortices are likely to play important roles
in higher-level tasks such as recognition of arbitrary
auditory–visual pairings. As in the superior colliculus,
multisensory cells in the cortex are also relatively
late to mature and initially show little evidence of
synthesizing across modalities.59

Localizing the parts of the brain responsible for
integrating across sensory modalities is a critical step
in understanding cross-modal integration, however,
a number of important questions pertaining to
cross-modal processing remain to be answered. For
example, it is unclear if mechanisms of cross-modal
processing differ for binding various features of a
single object (e.g., the color and texture of an apple)
versus binding of spatiotemporally different features
(e.g., a shape of an object and a word). It is also
unclear if brain maturation can account for more
efficient cross-modal processing in older children.
Is it possible that some of these abilities develop as
human multisensory cells gradually learn how to
integrate across sensory systems (cf., Ref 59)? It will
also be important to examine how the brain processes
arbitrary auditory–visual pairings and amodal rela-
tions consisting of auditory and visual input. Amodal
relations may be processed earlier in development
because they are processed in different (and possibly
more primitive) areas of the brain or because
multisensory neurons are more likely to fire when
cross-modal information is presented in synchrony.

Finally it will be important to further explore
the role of attention and memory in cross-modal

integration. The current account of cross-modal pro-
cessing assumes that auditory and visual processing
compete for the same pool of attentional resources
early in development and that the modality that
is faster to engage attention dominates processing.
However, research with adults suggests that the story
might be more complex. In particular, findings with
adults appear to be task dependent—while there
are numerous findings consistent with the claim
that modalities are competing for the same pool
of attentional resources, other findings suggest that
modalities have their own attentional resources (see
Ref 60 for a review). We believe that examining how
infants process arbitrary auditory–visual pairings may
shed light on this issue. Future research will also need
to examine how cross-modal stimuli are encoded,
stored, and retrieved from long-term memory. Are
arbitrary auditory–visual pairings such as word–ob-
ject relations bound and stored in memory as a single
unit or are they stored as separate units? If the former
is the case, what are the neural structures underlying
binding? And do auditory and visual inputs maintain
their independent, modality-specific identities in
long-term memory? Answers to these questions will
help better understand interrelationships between
cross-modal processing, attention, and memory.

CONCLUSIONS

In their daily lives, people encounter information
that is simultaneously presented to multiple sensory
modalities, and the ability to process such information
is crucial for many everyday tasks. Historically, two
theoretical accounts pertaining to the development
of cross-modal processing have been proposed (see
Refs 1, 2 for reviews). These accounts differ on the
assumed interconnectedness of the sensory modalities
in the early stages of development and how the
modalities change across development. While previous
findings support both accounts, the current review
argues that the type of information that young children
are required to learn and how this information is
presented plays a significant role in learning of cross-
modal input (see also Ref 43). When infants and
young children are required to learn information that
can be expressed in multiple modalities (e.g., rhythm,
rate, etc.), presenting this information cross-modally
often facilitates learning. However, when the to-be-
learned information is specifically tied to a single
modality (e.g., color of an object, sound an object
makes, etc.), then cross-modal presentation can often
hinder learning. The current review briefly considered
some of the empirical findings examining processing
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of arbitrary auditory–visual pairings, examined some
of the factors that are known to affect processing
of auditory–visual pairings as well as put forward a
mechanism that may account for a complex set of
empirical findings. While future research is needed,

it is likely that such a mechanism can account for
many of the reported difficulties found in process-
ing of arbitrary auditory–visual pairings and may
ground many sophisticated behaviors in the dynamics
of cross-modal processing.
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